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Management summary

Planning is an equally important as complex problem in the domain of Command and Control.

Given an increasing need for fast and flexible solutions for the allocation of resources, scheduling

of missions and planning (large-scale) operations the assistance of human operators with

automated tools for scheduling and planning becomes mandatory. Scheduling problems concern a

known set of activities and resources that have to be fitted in a fixed time window in accordance

with a set of constraints restricting the potential solutions. Planning problems typically involve

selections of sets of activities and resources that are not known beforehand tl&at have to be

ordered relatively in accordance with constraints in a temporal context that may reach far into the

future. Moreover, replanning is a central activity to incorporate continuous changes in the

environment into the evolving plan. It is furthermore important to be able to assess the

implications of options in terms of "what-if" analyses.

During the generation of a plan choices have to be made. For instance when several alternatives

exist that all realise the same goal. One can view the evolution of a plan as the plan's history. We

state that this history, together with the plan itself and the reason why the plan should be

reviewed are the parameters of the plan review process. Therefore an important part of our

research concentrates on means of analysing and using this history. It is plausible that the reason

that a plan should be reviewed plays an important role in the reviewing and replanning process.

This report describes a framework for (re)planning using a scenario-driven approach that centres

on methods and techniques for plan generation, plan repair and replanning with (partial) re-use of

the original plan. The basis for the framework is a conceptual model of the (re)planning process

and a knowledge partitioning that distinguishes between strategic, tactical, causal and world

knowledge. A temporal database management system is used to allow reasoning about the past

and present as well as the future. The research has culminated in the system PRACTICAL,

demonstrating the (re)planning framework, incorporating the demonstrators CALIGULA and

ALLOCATOR for resource allocation and scheduling respectively.

In the Command and Control context a plan is usually developed as an answer to a certain event

or series of events taking place in the world. The approach based on scenarios and scripts is both

natural as well as flexible, allowing the refinement of a plan via scripts containing goals to be

fulfilled, actions to be undertaken to achieve these goals together with the allocation of resources
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to the actions. Moreover. it is a "pieccmeal" approach to planning in the sense that it allows
partial plan development that can be managed by the temporal database. This makes it possible to

incorporate insufficient or uncertain data in partial plans that may be expanded at a later stage.

Another point of interest is the use of algorithms to solve combinatorial problems. Since these are

strongly related to resource allocation, an efficient method for solving these problems is

important in a C2-planning process. Again, means of keeping track of the solution path (history)

are important when these algorithms are incorporated in the planning/replanning process. Static

resource allocation is addressed. whereby time plays no role other than a need for a speedy

solution, and has resulted in the demonstrator CALIGULA for the problem of allocating

frequencies to a radio link network. The problems in the domain of scheduling are dealt with.

which has resulted in the demonstrator ALLOCATOR for the allocation of pilots to missions.
Also. dynamic resource allocation during (re)planning is discussed, specifically the problem of

sharing limited resources by different activities.

An automated system always raises questions concerning the performance bottleneck.

PRACTICAL does well on this count. This is due to the fact that we use algorithms with
complexities in the order of the number of cdges times the number of nodes for a (virtual) tree
spanning the problem domain. Therefore. the potential exponential growth when planning in ever
larger domains does not imply an equivalent computational growth when solving the planning

problem. Memory requirements for the domain and for the context saving mechanism used pose
no problems for state-of-the-an computers.

Another potential bottleneck for a knowledge-based system pertains to knowledge acquisition. In
particular, the scripts entail a considerable compilation effort necessary prior to being able to
benefit from a scenario-driven approach to planning. However, this is true in general because

scenarios and scripts describing e.g. red-white-blue force command and control options will
necessarily have to be available for manually planned missions and operations as well in the form

of tactical doctrine. An additional effort is thus necessary to implement the scripts in the formal
notation required in the PRACTICAL framework, incorporating preconditions, resource
allocations and temporal database instantiations.

Planning systems such as the one described in this report will potentially benefit from other
current research projects. and vice versa. In particular, there are several EUCLID (European Co-
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operation for the Long term In Dcecnce) projects that will start in the near future: RTP 6.1

(Command and Control worksta ion, accentuating (re)planning), RTP 6.4 (Combinatorial
algorithms for resource allocation problems) and RTP 6.5 (Crew Assistant on-board single seat

fixed wing aircraft). We also refer to the Army Tactical Command and Control Infonmation

System (ATCCIS) incorporating a planning module currently being developed.

"The applicability of scheduling and planning systems to C2-domains is extensive. In a military

environment possibilities are air force mission scheduling and both pre- and inflight mission and

tactical planning. operations planning for G3-sections at army brigade/division level, damage

control on board naval ships and naval operations planning. In a civilian environment

applications are for instance in the area of fire brigade support, contingency planning in general.

police operations. Coast Guard operations and chemical processing industries. This broad scale of

application implies a necessity of accentuating the generic character of frameworks and tools for

scheduling and (re)planning. Currhnt research at FEL-TNO in the context of planning in the areas

described above is directed at naval damage control (the extension of the prototype system

DAMOCLES to the operational on-board system ANDES). the participation in the ATCCIS

project, the further extcnsion of the PRACTICAL framework. building an application for air

force mission scheduling for operational use in the Squadron Operation; Centre (SQOC) and the

extension of such a scheduling tool to a generic level (as in PRACTICAL) to be able to

incorporate goals. activities, rcsourccs. constraints and temporal management facilities for the

complete range of C2-domains.
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* Samenvatting (ongrerubriceerd)

Planning is cen even bclangrijk als comnplex\ prhlcin in hert bevchvocringl-sdlomcin (Command and Control).

Met een toenemcndc vraatz naar snelle en flcxihcle oplossingen voor heit oewiyen van middelen, het indelen

van missics in cen schcma en hect planncn xan (grooi~chialigc) opcrati.-s is het ondcrsreuncn van menselijke

planners mct gcautomatisccrde liulpiniddelen een ncxxlizaak p!cvordcn. Hcrplanncn is een belangrijke

activiteir om dc voondurendc vcrandctin~ni in dc omigeving in hiet plan tc kunncn beirckkcn. Daarniaast is

het wenselijk om tc kunncn anticipcrcn op oprice- in irmicn van '" hat-il analyses. Dit rapport bcschrijft cen

raamwerk voor (heriplannen aebawerd op cen scenario.gecricitc aanpak mci mcihodcn en technieken voor

het gencreren van ecn plan. het hicrstchlcni van ccii plan en bect (gcdeckltijk) hcrgcbruiken van ecn bestaand

plan. De basis voor hct raamwerk is ccii concepiucci rnoidel van het proccs van (hcrmplannen en cen

partitionering van kennis waarbij ccn ond~r~schcid gemaaki wordi tussen s.iraetcgischc-. taciische-, causale- en

wereldkeninis. Een bchccrssyszecrn voor tcmporcle gege'vcnsbanken wordt gchruikt om ic kunnen redenieren

over zowel bet verlcdcn, hct heden en de tockomsr. Het onder/ock liccit geresultcerd in bet systeem

PRACTICAL dat de tocpasbaarhcid van bet raamwerk dcmonsirccrt, waarin dc dlemonstratiesystemen

CALIGULA an ALLOCATOR zijn opgcnonicn yoor rcspcctievelijk bet alloceren van middelen en het

toewijzen van piloten en vlicgtuigcn in cen missit'schcmia.



TNOmrport

Page
7

Contents

INTRODUCTION 9

2 THE FRAMEWORK 13

2.1 Plan generation 13

2.1.1 Knowledge partitioning 13

2.1.2 The use of kno% ledge in plan generation 14

2.2 Reviewing plans 15

2.2.1 Reviewing methods 15
2.2. The use of knowlcdge in plan revie%% 15

3 TEMPORAL DATABASE MANAGEMENT 17

3.1 TMM: the Time Map Manager 17

3.1.1 Database entities 18

3.1.2 Time map 18
3.2 Tcmporal query interface language (Tequila) 18

3.3 Calculating path distances 19

3.4 Implementation approache, 22

3.4.1 Heuristic search in path distance calculation 23

3.4.2 Ford's Algorithm 24

3.4.3 Computational framework for organising temporal facts 24

4 KNOWLEDGE-BASED (RE)PLANNING 26

4.1 The planning strategy 26

4.1.1 Scenarios and scripts 26

4.1.2 Goal refinement 28

4.1.3 Constraints 29

4.1.4 Maintaining consistency 30
4.2 The replanning strategy 33



TNO report

Page
8

5 RESOURCE ALLOCATION 36

5.1 Static resource allocation 36

5.1.1 General CSP formulation 36

5.1.2 Algorithms for CSP 37

5.1.3 Constraint propagation 38

5.1.4 CALIGULA 40

5.2 Scheduling 43

5.2. 1 General formulation scheduling problem 43

5.2.2 Constraints 43

5.2.3 Solving the scheduling problem 45

5.2.4 ALLOCATOR 46

5.3 Dynamic resource allocation in (re)planning 50

6 THE PRACTICAL DEMONSTRATOR 52

6.1 Outline of the demonstrator 52

6.2 Implicit solutions 56

7 CONCLUDING REMARKS 59

ABBREVIATIONS AND ACRONYMS 63

GLOSSARY 64

REFERENCFS AND FURTHER READING 71

APPENDIX A: INFORMATION STRUCTURE DIAGRAMS

APPENDIX B: YOURDON DATA FLOW DIAGRAMS



"TNO report

Page
9

Introduction

People make plans in order to change them. In a Command and Control (C2 ) domain detailed

tactical plans are produced regularly, they are however destined to be radically changed during

their execution as a result of changing requirements and changing resources (Gadsden88j. A
second reason why plans should be reviewed is the fact that the planner has had to leave open

spaces (or has had to make assumptions) in the plan due to incomplete and/or uncertain data.
During execution or in the course of time the data used for the onginal plan may be changed, may

be elaborated with more detail, or completely nei data may become available. A third reason for

plan review is that the world is not reacting to the measures as was projected by the plan. In

lEntinl it is concluded that: "...e\n in the simplest C2-environment. situation assessment and

planning are dynamic processes. T;,-1 dependent variables in one cycle become the independent

variables of the next and the derived measures are closely interrelated."

Planning in a C2-c-nvironment can be vieked as a dynamic and cyclic process:

1. An assessment of the situation:

2. A comparison of the current situation to the desired situation:

3. A comparison of the achievements of the current plan to the desired situation:

4. Making a selection of measures/options to achieve the desired situation or maintain the

current situation.

One can view the C2-planning paradigm as shown in figure 1. 1. The initial tasks (goal tasks) are

analysed and a set of measures is created. For this the planner uses a projection of these measures

into the future to check if they meet the goal. When a successful plan has been created, it can be

executed. The execution of the activities in the plan will be monitored to assure that the activities

have the proper effect on the environment. When the monitoring does not find any deviation in

the desired effects of the actions, execution of the plan continues. However, when the world

changes in an undesired fashion, either because of an unwanted effect of an action

(dependently/unforeseen) or because the world is changing independently of the plan, the

execution of the plan is interrupted and diagnosis is started. The output of the diagnosis consists

of a set of tasks that will undo the unwanted effects and will revise data for the existing plan.
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Plan generation / repair
Task analysis / Plan

revision Projection construction

Goal
Tasks / .

Plan execution & monitoring
i..agnosis . ..

Diagnosis Monitoring Execution:

.... .. .e.. ... .....
Environment..1'

Figure 1.1: The C2 -planning paraidigm.

Researchers in the field of Artificial Intelligence have put a lot of effort in defining frameworks

and systems that are able to create a plan of actions out of a given current situation and a given

desired situation of the world. Until now, reviewing or revising a current plan in such a way that

it meets the requirements of the new situation has been done either manually or by planning all

over again. We state that a human planning expert uses a specific kind of knowledge to adjust a

previously created plan. This kind of knowledge can be used to define a framework that not only

provides v way to specify knowledge to create plans, but that is also able to specify knowledge to

revise a plan. In this framework both autonomous behaviour of plan generation, diagnosis and

review as well as a certain degree of user interaction will be supported. Thus a planning system

based on the specification defined by the framework can vary in its behaviour from a fully

autonomous system to a system with a decision support character in which the user is in full

control.
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During the generation of a plan choices have to be made. For instance when several alternatives

exist that all realise the same goal. One can view the evolution of a plan as the plan's history. We

state that this history, together with the plan itself and the reason why the plan should 'e

reviewed are the parameters of the plan review process. Therefore an important part of our

research concentrates on means of analysing and using this history. It is plausible that the reason

that a plan should be reviewed plays an important role in the reviewing and replanning process.

We have derived a framework for planning and replanning in C2-processes that centres on

methods and techniques fbr achieving plan repair or (partial) re-use. The basis is a conceptual

model of the (rc-)planning process in the context of Command and Control. In this framework a

distinction is made between the different t. pes of knowledge used in the planning process, aimed

at achieving generic classes of task structures and rules. Another important distinction is made

between knowledge used for plan generation and knowledge for plan repair. The framework is

outlined in chapter 2.

Chapter 3 addresses temporal database management. In our view, planning necessitates a flexible

approach to the notion of time in order to be able to reason about the past and present as well as

the future. Moreover, a plan is typically developed from relative orderings between activities of

which exact starting points and durations are not known beforehand. Therefore, incorporating

only an absolute notion of time is insufficient, implying that a database enhanced with simple

time stamping will not solve the planning problem. To this end. we use a Time Map Manager

[Dean851 for temporal database management.

In the Command and Control context a plan is usually developed as an answer to a certain event

or series of events taking place in the world. We use an approach based on scenarios and scripts

to develop plans. This is a natural as well as flexible approach which allows the refinement of a
plan via scripts containing goals to be fulfilled, actions to be undertaken to achieve these goals

together with the allocation of resources to the actions. Moreover, it is a "piecemeal" approach to

planning in the sense that it allows partial plan development that can be managed by the temporal

database. This makes it possible to incorporate insufficient or uncertain data in partial plans that

may be expanded at a later stage. This approach to planning is discussed in chapter 4.

Another point of interest is the use of algorithms to solve combinatorial problems. Since these are

strongly related to resource allocation, an efficient method for solving these problems is
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important in a C2-planning process. Again. means of keeping track of the solution path (history)

are important when these algorithms are incorporated in the planning/replanning process. This is

discussed in the context of resource allocation in chapter 5. Static resource allocation is

addressed, whereby time plays no role other than a need for a speedy solution, and has resulted in

the demonstrator CALIGULA for the problem of allocating frequencies to a radio link network.

The problems in the domain of scheduling are dealt with, which has resulted in the demonstrator

ALLOCATOR for the allocation of pilots to missions. Also, dynamic resource allocation during

(re)planning is discussed here, specifically the problem of sharing limited resources by different

activities.

Our research on (relplanning has resulted in the demonstrator PRACTICAL. based on the derived

framework, temporal database management. planning via scripts and dynamic resource allocation.

The demonstrator is described in chapter 6 and evaluated as to its mapping on the framework, the

extent to which problems pertaining to (re)planning have been solved and its performance.

Chapter 7 contains some concluding remarks concerning potential bottlenecks for planning

systems such as PRACTICAL. necessary further research, suggestions for an operational

extension and applicability to C2-processes. This document also contains a list of acronyms and

abbreviations used, a glossary of terms and a list of references and suggestions for further

reading. We have included data flow diagrams and information structure diagrams defining the

conceptual model underlying the framework in appendices.
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2 The framework

Primarily we distinguish between plan generation and the re-use or repair of a previously derived

plan as these are the two main parts of the command and control planning process. Within these

two parts we will focus on the specific kinds of expert knowledge used by human planners.

2.1 Plan generation

Generally speaking the plan generation process can be divided into four tasks:

I. Identify the next goal to be planned:

2. Collect set, of possible measures to accomplish this goal:

3. Select the most appropriate set ol measures:

4. Incorporate this set into the currcnt plan.

Experts use specific types of knowledge when performing these tasks. We will first distinguish

between four major types, which will be specified in the next section. After specifying these four

types of knowledge we will map them on the four tasks to be performed in the plan generation

process.

2.1.1 Knowledge partitioning

We deline the following types of planning knowledge:

1. Strategic knowledge.

This type of knowledge guides the planning process in such a way that the most efficient

solution path (performance of the system) and the most effective solution path (quality of

the derived plan) are followed.

2. Tactical knowledge.

This type of knowledge is best termed by: refinement knowledge. Tactical knowledge

outlines a decomposition of the goal to be achieved into actions and sub-goals. Often

more than one possible decomposition for the same goals exist, it is up to the strategic

knowledge to choose one of them.
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3. Causal knowledge.

One should be able to predict the exact consequences of the actions proposed in the

refinement for the current world. This requires causal knowledge.

4. World knowledge.

World knowledge is the most basic type of planning knowledge and outlines what is

known about the world at a certain time. Usually this type of knowledge is captured in a

temporal database (see also chapter 3).

2.1.2 The use of knowledge in plan generation

After identifying the four tasks to be perlormcd and the four types of knowledge which are used,
we can map them on each other in the following way:

Task: identify the next goal.

Strategic knowledge. Since more than one (sub-)goal may exist, it is necessary to define the order

in which they are handled. For instance this order may be given by a priority (importance of the

goal) or via knowledge about expected side-effects of accomplishing the goal that implicitly

implies the achievement of other goals (plan efficiency) Id'Huy92al.

Task: collect sets of measures.

Tactical knowledge. One should collect all possible ways of achieving the selected goal (outlined

in the tactical knowledge) to determine the 'best' course of actions.

Task: select set of measures.

Strategic knowledge. Using heuristics and/or rules it should be possible to determine the best set

of measures to achieve the selected goal.

Task: incorporate measures.

After the goal is selected and the most appropriate decomposition into actions and sub-goals is

derived these actions must be incorporated into the plan. Moreover the expected behaviour of the

world to the proposed actions should also be captured to be able to determine proper goal

achievements in the future. Incorporating the expected effects of the actions can also be very
useful when a monitoring of the actions is required.

Tactical knowledge: expand the goal.
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Causal Knowledge: determine the effects of the proposed actions given by the tactical

knowledge.

World knowledge is used in every task to instantiate the other three types of knowledge.

2.2 Reviewing plans

As the world might not respond to the actions proposed in the plan as expected or when

assumptions regarding the actions (e.g. their length) no longer hold. one has to review the plan

which may lead to an adjustment ol the new situation.

2.2.1 Reviewing methods
We distinguish two types of reviewing:

"* Plan repair.

Plan repair usually implies changing the values of variables in the tactical scheme and not

so much changing the scheme itself (e.g. perform the same tasks by another agent

because the original agent is no longer available).
"* Re-planning.

Re-planning as opposed to plan repair tries to change the tactical scheme by selecting
other refinements for (sub-)goals and undoing the previous refinements. For instance if

one wants to go to the airport one can travel either by car or by train. If during the

execution of the plan too much traffic is encountered, one may choose to alter the tactic
by leaving the car and taking the train.

It should be clear that in both cases we want to preserve and re-use as much as possible of the

original plan.

2.2.2 The use of knowledge in plan review
As knowledge plays an imponant role in plan generation this applies also to the plan review

process. The following types of knowledge have been identified:
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"* Behaviour knowledge

Although one can predict the effect of an action in most cases, sometimes the world does

not behave as expected. It is however possible to take these deviations into account via

knowledge about what to do if the world responds to an action in another way than was

expected. For instance if one wants to make some light in a room a default tactic could be

to switch on the light. But if nothing happens and it is diagnosed (diagnostic module in

the C2 -cycle) that the light bulb is faulty, the new tactic could be to first change the light

bulb and then retry switching on the light.

"* Re-allocation knowledge

How should the planner rcact if a specific resource or agent that has been allocated to an

action is not available anymore? Should it try to allocate another resource or agent from

the same class or should the tactic be changed? In military operations planning the reason

why the agent or resource isn't available anymore could be crucial and may lead to

choosing ancther tactic instead of sacrificing more resources in a bad tactic.

"* Plan structure knowledge

It is important to be able to inspect the stru,.ture of the plan, i.e. which actions contribute

to which goal and which sub-goals contribute to which more abstract (sub-)goal?

Inspection of the structure is necessary to identify how the achievement of goals is

affected by alterations in the execution of actions. For instance when an action takes a

little more time than pmjectcd does this affect the goals we want to achieve?
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3 Temporal database management

Representing time and reasoning about time plays a critical role in many facets of everyday

problem solving. We continually have to make reference to what has happened, is happening, and

might possible happen. To make matters more difficult, we have to cope with the fact that the

world is constantly changing around us. To plan for the future we must be able to predict change,

propose and commit to actions on the basis of these predictions, and notice when certain

predictions are no longer warranted. All of this requires handling an enormous amount of

complexly interdependent information IDean87bl. This information is generally temporal in

nature; predictions, plan choice and plan revision all require reasoning about facts occurring in

time.

In contrast to storing facts in traditional data bases in which they remain 'tree' until they are

deleted, we like to relate facts to intervals of time in which they occur. Moreover we want to

relate facts relatively according to the order in which they (should) occur. The latter requirement

is one of the main reasons why simple time-stamping isn't sufficient.

3.1 TMM: the Time Map Manager

The Time Map Manager (TMM) designed by Dean is a comprehensive system for building a

predicate calculus database of assertions that may be true over only certain intervals of time. The

database is augmented with a mechanism for representing assertions that persist until contradicted

(or 'clipped') and inference rules that assert new facts whenever particular conjunctions of facts

are true at the same time. This database can be used to represent tasks and their effects and to

dynamically order unordered tasks as the need arises.

Planning for a desired goal state by refining goals into less complex sub-goals and primitive

atomic actions can be assisted by the TMM, since it maintains a map of time which contains the

results of the refining process and adds a partial ordering to keep it consistent.

In [Dean85, Dean87a, d'Huy92al the TMM is discussed in more detail, here we only discuss the

basic entities in the TMM's database and some issues related to these.
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3.1.1 Database entities
The data stored in traditional databases is best typed by persistences. as this kind of data persists
(remains true) until stated different (e.g. deletion of data). On the other hand one likes to speak
about data that is only true in a more or less known time interval (events). Both persistences and
events are modelled in the temporal databases using the occurrence entity. An occurrence has
three interesting attributes:
1. A fact (the assertion in a normal database);

2. A begin timcpoint:

3. An end timepoint.

Via (partial) ordering of the timepoints. the occurrences are also (quasi) ordered [d'Huy92al. This

ordering can be made using the distance relation on timepoints of occurrences in the database.
The distance relation is used to set a lower bound and an upper bound on the time between two

timepoints.
Events are then modelled via an absolute ordering on the begin and end timepoint of the
corresponding occurrence. Persistences arc modelled using lower bound 0 and upper bound

infinite.

3.1.2 Time map
The occurrences and the ordering on their timepoints can be depicted in a graph in which the
distances are represented by edges and the timepoints by vertices. Such a representation is quite
akin to maps like road maps and is therefore called a time map. In order to be able to explore
these maps (e.g. to determine if something is true or false at a certain time) one needs a

possibility to query the temporal database.

3.2 Temporal query interface language (Tequila)

There are two interesting query types:
* Determination of the order of timcpoints (before, after, overlaps, etc.).
* Determination if a fact X is true throughout a specified interval given by two timepoints

A,B.
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The first query calculates the distance between the specified timepoints by searching paths

(chains of given distances) connecting the timepoints. By adding the bounds of the elements in

the path, the length of the path (also an interval) can be calculated. The length of every path

between two timepoints gives an estimation for the actual distance. The calculation of the best

estimation of a distance isn't that straightforward as it seems, as will be shown in the next

paragraph.

The latter query type is in fact a composition of two queries of the former type as it can be

modellcd as follows:

1. Search for an occurrence 0 with a fact attribute equal to X:

2. Determine the distance between A and the stan of 0:

3. Determine the distance between the end of O and B:

4. If these distances have lower bounds equal or larger than zero then the query succeeds;

5. Otheiwise, as long as there are still some other candidates repeat step I to 4.

3.3 Calculating path distances

As mentioned earlier the calculation ol distances between timepoints is not as simple as it seems.

The complicating factor is that the edgecs in a time map (the distances) are augmented with an

interval in which the actual distance may vary. This means that when calculating the distance

between two timepoints the lower and upper bound may be given via different paths. Consider for

example the four timepoints A. B. C, D as in figure 3.1 below with the corresponding distances:

distance(A,B,[1,3]) (the distance between A and B lies between I and 3)

distance(B,C,[ l,3]).

distance(A,D,[2,5]).

distance(D,C,[2,5]).

The lower bound for the distance from A to C is 4 given by the path via D. The upper bound is 6

given by the path via B. In other words when calculating the distance between two timepoints one

searches for a path between these two with the highest lower bound, and for a path with the

lowest upper bound.
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(1.331

Figure 3.1: Path distance cilculation example

Intuitively there are two approaches to calculating these distances:

* Searching for paths via a backtracking algorithm.

* Using a transitively closed time map.

It would be convenient if the time map is always transilively closed, since all the distances ate

obtainable at once. We belief however that due to the dynamic behaviour of C2 processes

(recalculation after altering a distance) the transitive closure is not a practical solution. The

complexity of a reasonable goX~d transitive closure algorithm from Floyd and Warshall is 0(n3)

[Aho751, with n=INI, the number of nodes /timcpoints. The impracticality is also confirmed by the

observation that one does not need all the distances. As a matter of fact just a few at a time am

necessary.

On the other hand, searching for the best fitting paths using backtracking has also a very

unpleasant complexity. We have calculated the worst case complexity to be O(nn-2). This is

obtained as follows:

Def. 3.1:

P(kn) is the number of possible (non cyclic) paths with length k, in a complete n-graph.

Def. 3.2:

P(n) is the number of possible (non cyclic) paths in a complete n-graph.
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Corollary 3. 1:

It is clear that from definitions 3.1 and 3.2 it can be deduced that:

P(n) = P(kn)
k=1

Note that P(l,n) = 1 for every n.

Theorem 3.1:

Vk,n,1 < k:5< n[P(k.n) = P~k - l.n) x (n - k)].

Proof.

For a 2-graph it is clear. Consider an arbitrary complete graph with n nodes (n>2). Assign two

points as resp. start (s) and finish (I). We are now going to construct non cyclic (s,t)-paths with

length 2. Starting in s we can choose out ol n-2 nodes to continue (n minus the points and t).

From each of this chosen points we can finish in t. This leads to n-2 non cyclic (st)-paths with

length 2. Thus P(2,n) = n-2. The same argument holds fbr constructing (s.t)-paths with length 3.

After starting in s we can choose n-2 nodes for the next node in a path. From each of these nodes
one can choose out of n-3 nodes to continue. This leads to P(3,n)=(n-2)(n-3). In general

P(kn)=(n-2)(n-3)....(n-k) and hence P(k,n) = P(k-1.n)*(n-k).

Theorem 3.2:

The calculation of a distance via searching paths runs in O(nrn 2).

Proof:

From corollary 3.1 it follows that:

P(n) = J-"[P(k, n)].

kUin

Using theorem 3.1 this can be written in full as follows:
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I *(n-2)

I *(n-2)*(n-3)

1*(n-2)*(n-3)*(n-4)

1*(n-2)*(n-3)*(n-4)* ... *(n-n)

----------------------+
.nn-2 + hnn-3 + nn-4+

As cnn'n2 contributes the most to this expression it easily shown that the complexity indeed

equals: O(nn- 2).

Onc can further derive a binomial notation for P(n) from the above calculation:

Corollary 3.2:

"-' (n-2)!P(n) =I
,=, (n-k- 1)!

3.4 Implementation approaches

We have implemented the TMM in Quintus Prolog and used Prolog's predicate database to model

the temporal database. We have defined the following facts:

occurrence(occid, fact).

distance (pointl, point2, low, high).

In the distance facts the point arguments typically refer to the beginning or end of an occurrence

(e.g. begin(occ 1)).
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3.4.1 Heuristic search in path distance calculation
As a first step towards finding an efficient path distance calculation algorithm we first

implemented an algorithm that aggregates all possible paths between two given points. This

algorithm in its basic form resembles the algorithm described above which has the bad

complexity of O(n(n-2)).

This can be improved by taking advantage of the structure of the time map. It is often sufficient

to determine only the order of two occurrences instead of the precise distance. Therefore one can

stop searching paths when a path has been found in which the upper bound and the lower bound

have the same size. Furthermore one can use heuristics to guide such a search. We have identified

the following heuristics, when only searching for the order of two occurrences:

* Does a direct distance reference exist?

* Traverse a goal before the goal's refinement.

This can speed up the algorithm, since the length obtained by the refinement of the goal

has to lie within the bounds of the length defined for the goal.

• Traverse from a beginpoint of an occurrence to the endpoint of that occurrence, before
switching to another occurrence.

This leads to a preference for paths with alternating occurrences (e.g. begin(l), end(l),

begin(2). cnd(2). etc.). Since the distance set on occurrences generally contributes more

to the length of a path than distances between occurrences, a good estimate of the actual

distance should be found with less effort.

When a best estimate of a distance is required only one heuristic has been identified:

* Traverse a goal's refinement instead of the goal itself. In other words the algorithm

should only traverse a goal if a refinement doesn't exist. Since a refinement has to lie

between the bounds of the goal, the path found using the refinement is always the same

or better than the one obtained by only traversing the goal.

Applying the heuristics that have been identified results in a considerable increase of

performance. But when querying large temporal databases, the heuristics guided aggregation

algorithm still lacks the performance necessary for practical use.
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3.4.2 Ford's Algorithm
It is clear that caching earlier calculated distances can contribute highly to the performance of the

calculation of distances. Therefore we have used Ford's algorithm [Even79l to calculate the

shortest paths (for upper bounds) and longest paths (for lower bounds) to all other points starting

from a unique point called 'ref. These path lengths are stored in so called lambda facts

(lambda min, lambdamax) After this each path between two arbitrary points can be easily

calculated by subtracting the appropriate lambda values. Ford's vigorithm is as follows:

I. .(ref) := O.

2. For all timepoints: t # rcf. tit) # infinite.

3. As long as there is an edge e:x -- y such that

X(y) > X(x) + length(e) do

X(y) :=k(x) + length(e).

The algorithm actually calculates the shortest (or longest) paths to all vertices (timepoints)

starting in 're'. It allows edges to be negative (Dijkstra's algorithm doesn't, see [Even791). On the

other hand it does not allow a directed circuit whose length is negative, however, this is

something that should indeed not occur in a time map due to the properties of time! If a negative

circuit exists it will be detected however. Ford's algorithm runs in complexity 0(ne), with n the

number of nodes/vertices and e the number of edges. As time maps tend to be sparse (we have

identified an average adjacency degree of 3) this complexity is far better than the 0(n3) obtained

by the transitive closure.

Beside the more pleasant complexity of Ford's algorithm there is another advantage in using this

algorithm. As intermediate distances are cached in the lambda's, it is possible to calculate more

distances using the same lambda's, as long as the time map isn't altered.

3.4.3 Computational framework for organising temporal facts
The most expensive operation distinguishing temporal data bases manipulations from those

performed by static database systems involves finding occurrences that satisfy certain temporal

constraints. This operation, which is called token- or occurrence retrieval is the temporal

analogue of fetching assertions from the database that match a given pattern. Token retrieval

requires the database to search for occurrences whose type matches a given pattern and whose
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associated interval spans a specified reference interval. Thomas Dean [Dean87b] remarks in his

paper on large-scale temporal databases: "As our representations have become more sophisticated

and our ambitions to tackle more realistic domains have grown, the problems inherent in

managing large temporal databases have become a major factor limiting growth".

Using algorithms like Ford's contributes highly to the system's performance, but even then the

management of databases with several hundreds or thousands of occurrences becomes a problem.

Dean proposes a dual-indexing mechanism in addition to the quite optimum algorithms like

Ford's.

First, it shouldn't be necessary to recall (i.e. search through) all of the events in the past, present

and future. Only the most recent ones are likcly to be of interest. Restricting attention to a

particular time frame requires that facts that change over time are indexed temporally, that is to

say, stored in such a way that facts and events common to a given time frame are easily

accessible from one another. One could for instance use a partitioning of the time map in parts

corresponding to: weeks, days, eight-hour work shifts, one-hour intervals etc. Such a partitioning

could be implemented using a discrimination tree (DTREE) as described in [Charniak87].

Secondly, one would also like to avoid expending energy on facts that have nothing to do with

the specific matter one is dealing with. This requires that facts be indexed semantically. To

accomplish this index one has to provide context dependent knowledge in order to discriminate

between facts.

As with any scheme for speeding up retrieval, there is a cost associated with organising the data

to support these fast retrieval routines. Fortunately, much of the work required for organising

occurrences is already handled by the basic routines that manage a time map.
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4 Knowledge-based (re)planning

In this chapter we will describe how the framework defined in chapter 2 is used for the tasks

within planning and replanning. The role of temporal database management as outlined in the

previous chapter will be clarified. To illustrate the planning and replanning strategies we will use

an example from the domain of fire contingency planning.

4.1 The planning strategy

4.1.1 Scenarios and scripts
An important aspect of C2-planning as opposed to classical planning is its threat

countermeasure nature. Each C2-planning problem can be described in terms of a mission (e.g.

maintain current state, achieve a certain state) and more or less aggressive actions of an adversary

force to this mission (e.g. enemy forces, the behaviour of an unstable chemical process). The

planning strategy that we have adopted in the context of PRACTICAL is based on the assumption

that these possible adversary actions can be determined beforehand (e.g. enemy doctrine, analysis

of the chemiLal process) and described in scenarios. Moreover one can also determine possible

countermeasures in order to deal with each scenario. These countermeasures can be described

using scripts.

A scenario can be described in the following terms:

Who: The competitor expected to pose the threat (e.g. 4th Armoured Division or heater II).

What: The nature of the adversary initiative and its assumed objective (e.g. crossing border in

order to capture Braunschweig or burning too high in order to overheat kettle II).

Whom: Which of 'our' organisation's units are targeted (e.g. 90th Mech. Infantry Division or

Kettle II).

How: Lays out the competitor's likely plan of actions (e.g. crossing border, force our forces to

cross the Weser river, take positions in the Harz mountains, surround Braunschweig, take
Braunschweig; heater burning at full power too long such that kettle reaches a critical

temperature).
When: Details the conditions that might apply (e.g. the weather should be good in order to allow

enemy tanks to traverse sector X; conditions during the night when no human operator is

at hand to operate the heater).
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Generally scripts can be defined over the same dimensions as scenarios- the focus of initiative

however rest on units/objects in our control. Scripts are usually described in terms of (sub)goals

that have to be fulfilled and actions that have to be carried out. The (sub)goals in the script will in

turn be refined in other scripts. Thus the scripts reflect the projected course of actions.

We will illustrate this with the following simple generic script defining counter measures to take

when dealing with a scenario in which a building is on fire. Variables are denoted in capitals.

Instantiations of these variables will result in actual scripts as instantiations of the generic scripts.

script(fght-_fire(Fire.Size,2.ocation.Casualties)) ->

achieve(ailocate tearns(F re,Size,Tearns)), then do

action(gcto_flre(Fire,Tears, Location)), do

achieve (handle_casual:-es (Fire, Locat...or. Casualties)) and

achieve(determinemet.hod(Fire,Method)), then do

achieve(extinguish_fire (Fire,Location,Method)).

A scenario has a corresponding top-level script with a top-level goal, in the above example the

latter would be fight_fire(Fire, Size, Location, Casualties). There may possibly be

strategic options amongst the scripts. of which the subgoals will be refined in other scripts, also

with possible strategic options amongst them. The corresponding scripts are typically detailed, we

will illustrate this later in this chapter after introducing terminology and script refinement

notions.

A scenario is triggered by one or more world events. The world event for the above example

would be the fire alarm fire(Fire, Location, Size, Casualties). Compositions of world

events thus serve as indicators for scenarios ISutherland9O] which describe the expected course of

actions. The hierarchy of generic scripts describe actions that are in effect an answer to the

expected course of the competitor's actions. This approach thus provides possibilities for red-

blue-white force scripting. The implementation of indicators is achieved by a rule base containing

event rules. The event rules may indicate several scripts to be applicable for dealing with the

world event. This implies a strategic option for the selection of a script. The choice of script is

governed by what has been defined in the framework as strategic knowledge. The implementation

of this type of knowledge for script options is achieved by script selection rules. For instance, in
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the example above the determination of the fire-fighting method is an example of the application
of strategic knowledge. A default script selection rule for the script that refines the goal
extinguish_fire (Fire, Location, Method) may take the method to be water. Other scripts

for the same top-goal may for instance use methods foam, halon and spray.

A second instance of strategic knowledge is goal selection. Given a script, them may be

occasions that the various subgoals in the script may have to be executed in a different order than

the order (typically chronological with respect to start time) in which they are specified in the
script. This type of knowledge is implemented by goal selecuon rules.

4.1.2 Goal refinement
By the refinement of a goal we mean the way in which the goal can be achieved. There may be
various options, as for instance in the example above for the goal:

extinguish-fire(Fire, Locat:on, Method). Refinements are governed by what we have

named tactical knowledge. The distinction between the various methods for the refinement of the

above goal is an example of tactical knowledge. To be clear, the choice between the options is,

as stated above, an example of strategic knowledge. The expansion of the goals in scripts is again
governed by tactical knowledge.

We use the following basic functions in the scripts for instantiating occurrences, goals and

distances in the temporal database:

insert-occurrence (Context, ParentGoalID, OccurrencelD, Occurrence)

insert goal (Context, ParentGoalID, GoalID, Goal)

insertdistance(distance(Context, Begin, End, Low, High))

Prior to each goal expansion a context is created in which the current plan state is saved. This is

used for keeping track of the plan evolution in order to be able to restore a certain context at a

later stage. On inserting occurrences and goals in the temporal database the parent goal (see

section 4.2) is registered as well. This enables tracking the goal that was being expanded at this

stage. Both these mechanisms are necessary for replanning, which will be addressed in the next

section.
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The insertion of a new goal is accompanied by the placing of the goal on the goal agenda.

Ideally, each goal will have a corresponding script containing the (tactical) knowledge about how

the goal is refined (expanded) to achieve its fulfilment. We note however that it may be so that a

goal does not have a corresponding script (incomplete knowledge). Plan evolution will continue

until there are no more goals on the agenda.

Each insertion of an occurrence or a goal will be accompanied by insertions of distances in the

temporal database. The distances have a begn- and an end timcpoint with a lower and upper

bound. If the distance is known exactly. the latter two will coincide. Typically, three distances

will accompany each occurrcnce or goal X, namely the distance from a previous timepoint to

begin(X), the distance from begin(X) to end(X). and the distance from end(X) to another

timepoint. This is illustrated in figure 4.1 below:

T ditance 1 distance Z 3 T

"•Tb Occurrence Te•

distance 2

Figure 4. 1: Example of occurrence inscruon

4.1.3 Constraints

An additional instance of tactical knowledge is the application of constraints in the scripts. For

instance, the precondition that there has to be a fire team available that can be allocated to the fire

at hand. The allocation of resources in scripts uses the temporal database to find appropriate

resources, restricted by the constraints that 1) appropriate resources are available (for instance:

one or more fire teams), and 2) that they are available in the required time window (for instance:

during the complete predicted duration of the achievement of the goal). This feature uses the

temporal query interface language. An example is the following:

findall
(true_throughout(Context,atlocation(Team, Place), begin(Goal), end(Goal))
& not (occurrence(Context, OccupledID, occupied(Team))

& overlaps(Context, OccupiedID, Goal) ) ).
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The above procedure will search the temporal database for those fire teams that are at a certain

location throughout the duration of the required goal (e.g. fight fire) and that are not occupied

during a time window overlapping the goal. The latter constraint is necessary because the team(s)

may be allocated to other goals prior to the required goal or in some time in the future.

The notion of occupied used in the example above is necessary to be able to keep track of

allocations. Another feature necessary for maintaining allocations is the so-called protection, in

effect a constraint on possible allocations. For instance, during a goal

extinguish_fire at (Locat:cn. Fire, Team)) we would like to have the team to remain at

the location. A protection will be used in this case to ensure that the team is not allocated to

another goal during the time window in which the goal is being fulfilled.

Apart from availabilin. constraints such as illustrated above constraints could be applied

concerning necessity and sufficiency. These types ot constraints will restrict the type of resource

instance required (e.g. a specific fire team trained in chemical fire fighting), or sufficient resource

instances, possibly as relaxations of the necessity constraints in the case these can not be met. The

subject of resource allocation will be discussed extensively in the next chapter.

4.1.4 Maintaining consistency

The expansion of goals in the respective scripts ultimately results in a scheme of actions that will

in effect be the plan. The actions will have corresponding time windows with start and end

timepoints and predicted durations, all expressed in distances with lower and upper bounds. A

problem is posed by the effects of actions on the state of the world as modelled in the temporal

database. The problem is that simply asserting the actions in the temporal database will in general

cause the database to become inconsistent. The reason is that facts, and specifically temporal

facts, are context dependent.

Consider the occurrence at location(teaml, fire-station). An action

goto_fire (teaml, from (firestation), to(hospital)), when executed in the world, will

necessarily result in the occurrence atlocation(teaml, hospital) becoming true. This
implies positive effects of actions in the sense that new facts are added to the existing world

knowledge. Likewise, there is a negative effect as well in the sense that facts previously true now

no longer hold. In this example, the occurrence atlocation(teaml, fire-station) is
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evidently no longer valid. Thus, the occurrence will have to be clipped, implying that the end

time of the occurrence is adapted such that the occurrence is true until the start time of the

occurrence atlocation (teami, hospital). Note that occurrences in the context of a temporal

database will never be deleted in principle, the notion of clipping will always retain the temporal

history. Maintaining this type of consistency is known as the frame problem |Hayes691.

Essentially, the frame problem is to be able to keep track of what is and isn't true at a certain time

at a certain place. One can see this as a matching problem between different frames of a motion

picture.

A second problem is keeping track of more implicit consequences of actions. To illustrate this

notion, let's assume that we keep track of the locations of the fire trucks used by fire teams as
well. In the case that a team moves to another location not only should "frame" adaptations be

$3 made in the database as outlined above, but also an implicit consequence such as the new fact that

the fire truck(s) used by a lire team are now known to be at the new location as well. This is

known as the ramification problem (Finger87. Dean9l ).

To solve the frame and ramification problems we have implemented adder and clipper rules as an

instantiation of what has been discerned in the framework as causal knowledge. The

accompanying procedure add_effect handles adders and clippers. For adders this is quite

straightforward. With the addition of an occurrence two distances will be inserted in the temporal

database. The first distance has (0,0) bounds between the end of the occurrence causing the effect

(e.g. goto_fire(team!, from(fzre_station), to(hospital))) and the beginning of the

effect. The second distance will instantiate the effect itself as a persistence in the temporal

database, thus with lower bound 0 and upper bound infinite.

The implementation of the analogue for clippers is less trivial. This entails a path distance

calculation to determine the resulting distance from the beginning to the end of the occurrence

that is clipped. In effect, this is done by calculating the distance from the reference point (ref) to

the beginning of the effect and the distance from ref to the beginning of the occurrence to be

clipped and calculating the difference'. This is illustrated in figure 4.2 below. This is in principle

Note that the difference may be ncgative. in vhich case the occurrence starting earlicr is clipped. Hlypothetically. the

situation may occur that the staining points of the effect and the occurrence to bec dipped coincide due to the latter having
bounds (0.0). This can be avoided by assuming facts to alkAys have a duration of at least one time unit and thus a lower
(and upper) bound of at least I.
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a costly operation, we note however that with Ford's algorithm as outlined in chapter 3 the

lambdas derived by the algorithm can be used, acquiring a considerable increase of performance

up to instantaneous if the lambda's are still valid (time map not yet altered prior to clipping).

Reference
0.*.

"- - Fact to be clipped

"calculated
'distance

Effect

action

Figure 4.2: Illustration of the clipping procedure

The complete top-level script for the simple fight firc procedure used in this section for a

medium size fire is now as follows:

script(GoalID, fightfire(Fire, ineoium, Location, Casualties)) ->

occurrence (Context, EventlD, event (fire •Fre, Location, medium, Casualties)),

findall(

true throughout (Context,at location (Team, Place),begin(GoalID),end(GoalID),

not (

occurrence (Context, OccupiedID, occupied (Team)),

overlaps (Context, OccupledID, GoaIID)

insert occurrence (Context, GoalID, Action1,

action (goto_fire(Team, from(Place),to (Location)))),

insert_distance(distance(Context,begin(GoalID),beain(Actionl) 5,5)),

insert distance(distance(Context,begin (Actionl),end(Actionl),l0,15)),

insert occurrence(Context,Acticnl,Occuc.D,cccupied(Team,Fire)),
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insert-_distance(distance(Context,beain(GoalID) ,begin(OccupID), 0,0)),

insert_dxstance(distance(Context,end(OccupID),end(GoalID), 0,0)),

distance(Contextbegin(GoalID), end(GoalID),Min,Max),

insert distance (distance (Context, begin (OccupID),end (OccupID), Min.Max)),

insertgoal (Context, GoalID, Goall, extinguish fire at (Location, Fire,Team)),

insert distance(distance(Context,end(Actionl),begin(Goall),5,8)),

insert_distance(distance(Context,beain(Goall) ,end(Goall), 200,400)),

insert distance(distance(Contextend(Goall),end(Goa1ID),0,0)),

add effect (ContextAc::=-,.

action (goto-f-,re (Team, fr.cm.(FP-ace) ,t =z(Lo ac.zn])

4.2 The replanning strategy

Why should one review a previously derived plan? We have identified three main reasons:

* An allocated resource is not available anymore:

* The bounds of one or more actions exceed those set in the plan:

* The chosen tactic does not live up to the expectations.

The first reason will be handled in section 5.3 in %%hich allocation issues are discussed.

The second reason is one of the most basic plan monitoring problems. i.e. are the actions executed

within their preset bounds? When an action exceeds its upper bound several things may happen.

Below we recite three cases and describe how we have handled them.

"* The action may interact undesirably with other actions because they use the same

resource. We propose a quite straightforward algorithm to solve these problems by

searching pairs of action occurrences that use the same resource. Next an overlap query is

performed on these two occurrences. If an overlap exists a different resource can be

allocated to either of them following the approach described in section 5.3.

"* The action may interact undesirably with other actions because they cannot be performed

at the same time. Such pairs of action occurrences can be found easily using rules which

identify conflicting actions (an analogue of the clippers). Next an overlap query is

performed on these two occurrences. If an overlap exists then it is up to the operator/user

to 'solve' the interaction (e.g. postpone one of the actions or try another tactic).
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Although no undesirable interactions occur, goals may not be achieved within their

estimated bounds. We have used an alternate structure on the time map in which the

hierarchy of parent goals ---) subgoals --- actions is more clear. Using this hierarchy it is

quite simple to identify goals that cannot be achieved within their estimated bounds. 1he

detection can be done using the following algorithm which uses two facts that implement

the alternative structure (action-parent ( actionoocc-id, goal occ Id) and

goalparent (goalocc id, parent_aoal_occid) ). The algorithm starts at the action

and locates its parent goal. If this goal has to be expanded in order to capture the new

bounds of its child action. the user is warned and asked for a confirmation. After this the

parent of this goal is located in order to check if thisf one has to be expanded in order to

capture the new bounds of its child goal. This locatior/confirmation procedure is repeated

until no further expansion is required. Expansion of the bounds of a goal might imply the

postponement of other goals. hence each of the other (replanning) conflicts mentioned in

this section might occur.

It is clear that replanning as opposed to planning is directed at supporting the user in replanning

decisions because it is very difficult to model all considerations a user normally makes in

replanning issues. What it can do however is support the user by presenting the effects of the

replanning choices. therefore a good man-machite interface is required.

An example of a more intelligent support is the lollowing in which the user asks the system to try a

different tactic for a goal ("what-if' analysis). In order to incorporate this the fbllowing is done:

* Save the current context (all occurrences, distances, the goal agenda).

* Remove subgoals with actions, action effects and protections of the culprit goal. This

also implies a backward evaluation of the clipper and adder rules in order to re-install the

effects that have been affected by actions in the culprit goal's plan;

0 Plan the culprit goal again using a new tactic.

The replanning strategy described above results in a partial plan deletion. However, we have

minimised the deletion due to locating the culprit goal and explicitly replanning this goal only.

Thus, a large part of the plan is kept and only the relevant defect portions are planned again. The

context saving mechanism is used in the strategy. Context saving has a low computational

overhead, does however require memory space. This poses no problems, contexts can be saved in

files or even in easily accessible secondary storage means (e.g. CD-ROM) if necessary.



TNO mpro

Page
35

An alternative for a context saving mechanism would be to use for instance an ATMS -

Assumption-based Truth Maintenance System - to keep track of assumptions and implications. In

the case of an assumption violation (e.g. in our application a planned goal with its expansion that

has to be replanned) all the involved assumptions and their implications (goal expansion results)

will have to be deleted and inserted into the ATMS again during replanning. The computational

overhead is thus extensive [KleerS6c, Keene9l 1. Another option is so-called case-based planning.

This approach centres on (re)planning by making use of previous plans that are similar to the plan

at hand [Hammond90. This does howevcr imply an extensive effort to acquire effective matching

algorithms (and possibly learning algorithms as well) for locating a plan that can be taken as a

basis. This is somewhat similar in nature to a temnplating approach which we have implemented by

way of scenarios and scripts. However. as described extensively in this chapter, the script-based

approach is far more flexible because portions ol plans are developed, allowing an incremental plan

development from generic scripts, instead of developing a plan with an actual existing similar plan

as a basis.
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5 Resource allocation

5.1 Static resource allocation

The allocation of resources is a major constituent of scheduling and planning systems. In these

cases the factor time is a central focus point. In this chapter we will discuss resource allocation

for scheduling and planning in sections 5.2 and 5.3 respectively. We will first discuss resource

allocation in a static context where time is not incorporated other than as a requirement that the

allocation must be acquired as fast as possible, and allocations may have to be recalculated over

some period of time. Examples of static resource allocation are the map colouring problem, the

so-called "travelling salesman" problem (finding an optimal route) and the allocation of

frequencies to links in radio ncts 2.

5.1.1 General CSP formulation

The general formulation of a static resource allocation problem is the following: we are given a

set of nodes, a finite and discrete domain of possible values for each node, and a set of

constraints. A constraint is defined over some subset of the set of nodes and specifies a

requirement on some combination of values for that subset of nodes. An edge is a binary relation

between two nodes: given n nodes, there may be at most (n over 2) edges, the number of ways

binary selections can be made from n objects. A binary constraint is a constraint on two nodes,

thus a constraint on an edge. For simplicity, we assume binary constraints.

We will formalise the above notions to be able to discuss complexity and thus efficiency issues in

this chapter. A formal definition of such a constraint satisfaction problem (CSP) is then as

follows [Mackworth77, Henderson86, Kumar921:

2 This latter example has in fact been chosen as the benchmark problem for the ELCLID RTP 6.4 project on combinsorial

algorithms for military appl•cations.
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N = (i,j,k,.... is the set of nodes, with INI = n; 3

V = {a.b,c,....} is the domain of all possible values, with IVI =v;

Vi = {d,e.f,...) is the domain of possible values for node i, with ilvi = ;

E = ((ij) I (ij) is an edge in N x N), with IEI = e;

R, is a unary relation, (i,a) is admissable if R, (i,a);

R2 is a binary relation, (i,a)-(j,b) is admissable if R2 (i,aj.b).

The constraints can be expressed in terms of admissability relations. The solution to a CSP is

now the set of all n-tuples in Vn that satisfics the given relations.

5.1.2 Algorithms for CSP

Solving constraint satisfaction problems such as formaliscd above can be done in several ways.

The first method one could try is to randomly assign values to the s't of nodes. Hereafter the set

of constraints (in terms of admissibility relations) is run through to see if the assignment satisfies

all constraints. Evidently, this uill typically not be the case. Moreover, the algorithm is in

principle non-terminating, because the assignments of values may be duplicated or assignments

may not be achieved at all. If a feasible assignment is achieved, it is due to sheer dumb luck.

Another approach is the so-called "generate-and-test" algorithm. which differs from the above

only in that it generates all possible combinations incrementally instead of in a random fashion. It

could be implemented by for instance a backtracking algorithm that successively runs through all

the possible combinations in a depth-first search, checking the satisfaction of the constraints after

each generation of a value assignment for all the nodes. A first solution will suffice and will in

principle be found sooner than by the random generation method outlined above. The worst case

complexity of the generate-and-test algorithm would be of O(evn), because for every node all

values in the domain V (assuming all nodes to have domain V) will have to be assigned in the

end, and for every assignment all the edges e will have to be checked for constraints on them.

Given 100 values, 1000 nodes and thus in worst case (1000 over 2) = 1000*999/2 edges (the

number of binary combinations of 1000 nodes), this leaves us with a dazzling complexity in the

order of 102005. Thus the generate-and-test algorithm is a "brute force" approach.

We assume a knowledge of some set theoretic notions here. 'Te notation IN! = n is used for the cardnaaity of a set N. the
number of elements in N. A relation IS a valuc-mapp•ng on a set of variables, here an assignment of value(s) to one and two

nodcs respectively for a unary and tlitiry relation.
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There are numerous algorithms that refine the backtracking mechanism by pruning possible paths

in order to eliminate search that is known to be futile in advance. Examples are hill climbing,

min/max-search and the A*-algorithm (similar to branch-and-bound) JAhoWS]. Expanding on the

backtracking techniques, there are forms of intelligent backtracking such as dependency directed

backtracking [Staliman77] and intelligent backtracking schemes [Kumar88, Bruynooghe8l,

Bruynooghe84l. Dependency directed backtracking is the basis for truth maintenance systems

such as the TMS of Doyle IDoyle791 and the ATMS of J. de Kleer IKleer86abc]. Also, techniques

used in operations research such as linear and dynamic programming and simulated annealing

could be applied [Fox89, d'Huy92al. One could even approach solutions with genetic algorithms,

see for instance [Nygard92].

There is however a major drawback to most of the above mentioned approaches: the constraints

are checked only after a combination of values for the nodes or a partial combination has been

selected. Also, no memory is kept as to the values that are no longer valid for a node due to

inconsistency with the constraints. This does not apply to the ATMS, the latter however generates

an enormous overhead in keeping track of assumptions. their implications and the consequences

of values becoming invalid [Keene9l 1.

5.1.3 Constraint propagation

The most powerful and efficient method to date for solving (static and well-formed) constraint

satisfaction problems is by using constraint propagation I Kumar92, Henderson86, Kleer89]. The

basic algorithm may roughly be paraphrased as follows:

1. Initialise nodes by assigning value domains (global and current, initially equal) for each node,

and the constraints:

2. Select the best next node X (according to certain criteria);

3. Assign a value to node X from its global value domain (according to certain criteria);

4. Adapt the value domain of X, resulting in a current value domain containing only the assigned

value;

5. Apply arc consistency (explained later) to node X, resulting in the adaptation of current value

domains of other nodes;
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6. If any of the value domains become empty, the assignment of the value to node X is

inconsistent and it is retracted from the global domain of X, then continue from step 3 onwards:

7. If step 6 does not apply, continue from step 2 onwards until a solution is found (the current

value domains all contain one element).

The current value domains are thus initially equal to the global value domains, but are decreased

during the process, resulting in singleton current value domains if a solution exists at all. The

propagation of constraints is achieved by the arc consistency mechanism. Arc consistency is

applied to the constraints restricting the value pairs of t%%o nodes. thus the constraints on edges of

a graph. If we have a node X ý%ith domain [a] and a node Y with domain [a,b] and a constraint on

edge (X,Y) stating that the values of X and Y may not be the same. arc consistency applied to

edge (X,Y) will result in the elimination of value a from the domain of node Y.

An edge (X,Y) is arc consistent if for e'er) value a in the current domain of X there is some

value b in the current domain of Y such that X=a and Y=b are admissible by the binary

constraints on edge (X.Y). Arc consistency is directional; if an edge (XY) is arc consistent, it

will not necessarily be the case that edge (Y,X) is arc consistent as well.

X green

Yblue z blue red
green green

Figure 5.1: Arc consistency example

We will further illustrate arc consistency by a simple map colouring problem with three nodes X,

Y and Z with respective domains [green), [blue,green], and [blue,red,green], see figure 5.1 above.

The constraints on all edges arc that no connected nodes may have the same colour. Applying arc

consistency to the domain of node X results in the elimination of value green from both the
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domain of Y and the domain of Z. The domains of X and Y are now singletons (containing green
and blue respectively), node Z still contains red and blue. Applying arc consistency to node Z

will eliminate the value blue, resulting in the respective assignments green, blue and red to nodes

X, Y and Z. In this example a single solution is found, in general there may be no solution or

more than one solution.

The complexity of an efficient constraint propagation algorithm is of O(ev2 ) [Henderson86]. This

implies an enormous gain of O(vn' 2) in comparison with the brute force generate.and-test

approach. For the example in paragraph 5.1.1 above, the complexity of O(1020S) is decreased to

0(009) (!).

5.1.4 CALIGULA

We have implemented a program that uses constraint propagation to solve CSP for the case of

frequency allocations to a radio link network. We have named it CALIGULA - Combinatorial

ALgorithms GUiding radio Link frequency Allocation 4. The program is incorporated in the

PRACTICAL demonstrator and written in Quintus Prolog IPrologi.

Reviewing the algorithm tbr constraint satisfaction outlined above, it is necessary to have a

mechanism that can "backtrack" to previous states in the case an assignment of a value to a node

turns out to be inconsistent with the constraint propagation to other nodes. To solve this, we did

not use actual backtracking but a context saving mechanism. When a value is assigned to a node,

the complete state of global and current domains and assigned frequencies is saved in a context.
When an inconsistency arises, the latest context - prior to assigning the culprit value - is restored

and the current domain of the corresponding node is set to its global domain from which the

culprit value is deleted.

The constraint propagation process will start with a certain node. For this start node domain

values may be found that are inconsistent with the constraints. These values can therefore never

be assigned to that node. After constraint propagation has found a solution, these inconsistent

values will have been deleted from the global domain of the start node during propagation.

The madness of the Roman emperor here applied as a metaphor for the stupilying complexity of the combinatorial

problem. Caligula's main feat during his reign %%as appointing his favourte horse as a colonel in the Roman army.
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Hereafter, a global arc consistency run can be applied to the complete node network to propagate

the effects of these overall inconsistent values through the net, hereby possibly decreasing the

global domains of other nodes, possibly all. This is important, because for a next propagation run

these global domains may be taken as the initial global domains. In this way, additional

assignments of values to nodes will require less calculation and thus be acquired more rapidly.

We have used heuristics for determining the next best node for value assignment and for

determining the choice of value from the current domains. Also, the context reinstallment

mechanism is non-trivial. We will however not go into further details here. Figure 5.2 below is a

screen dump of the CALIGULA demonstrator.

We have experimentally demonstrated the more than considerable gain in efficiency of constraint

propagation. For the simple frequency allocation example that we have implemented a solution

was found in 7.5 CPU seconds (SUN SparcStationlO workstation), whereas the generate-and-test

approach (finding all solutions) which we have implemented as well would have required some

1000 CPU years (!). For a large kbut realistic) frequency allocation problem with 1000 radio

links, 100 frequencies and 2000 constraints on edges there would be 20 million calculations

(2000 * 1002 ) in worst case. On the basis of' these results we estimate that a solution will be

found in several CPU hours 5.

We note that the target set in the Project SpcciflaUtOn of ELCLID R1P 6.4 is to find a Icasible frequency assisnment fora

100 values/1000 variables problein %%ithin to,, hours on a high.p.,,aer Umx ,%orkstation.
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5.2 Scheduling

While static resource allocation deals with the allocation of resources to agents under several

constraints neglecting the notion of time, in most real-life allocation problems however, time

usually plays the role of the most restricting constraint. Moreover constraints on time can behave

as meta-constraints on the applicability of 'normal' constraints. In the next four paragraphs we

will address the scheduling problem as a natural but not completely trivial extension of the static

resource allocation problem.

5.2.1 General formulation scheduling problem

The problem of scheduling can be considered a special case of the planning problem. Essentially,

one has a set of activities to carry out while satisfying some set of constraints. Unlike the

aforementioned planning problem however. these activities are usually completely detailed and

do not have to be determined as in the planning problem (means-ends analysis). The question is

how to combine these activities while maintaining whatever constraints are imposed by the

problem domain. These constraints usually concern the availability of resources (such as a

machine being available to perform one activity at a time) and temporal requirements (such as:

the duration of a machine's availability before it is needed for another activity or a time frame in

which all activities should be completed) IGeorgeff87l. In addition, one usually wants an optimal

or nearly optimal solution. Another observation one could make is that many of the constraints

involved in scheduling are soft, although it is desirable that they be met they can be relaxed if

necessary.

There are various standard mathematical techniques for solving scheduling problems. However,

the combinatorial problems involved (see CALIGULA, paragraph 5.1.4) makes them unsuitable

for most real-world applications, especially when rescheduling is involved. On the o,.;:r hand

there have been several attempts in Al to tackle this challenge.

5.2.2 Constraints

Scheduling - or as it is sometimes referred to: limited-resource time tabling - is often

complicated since the constraints on the problem change so frequently that an algorithm for

performing corrections to already allocated or scheduled resources is a necessity. Before outlining
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approaches that address this problem we first distinguish between several constraint types

[d'Huy92a, Currie9l1.

* Constraints on resources.
In which the following sub types can be identified:

0 Consumable resources

These are resources that can be used only once, e.g. fuel for a car is a consumable

resource.

* Sharable resources

These resources arc not consumed. but can only be used by one agent at a time,

e.g. a pnnter.

* Renewable resources

These are consumable resources that can create new resources, e.g. a piece of

steel can be viewed renewable when it is used to create a container. The steel

itself is no longer a resource but instead one has obtained a new resource.

"* Constraints on time.

For instance: deadlines, duration of actions. start time of actions, etc.

"* Constraints on the domain.

These constraints restrict the set of states of the world in which the scheduler is

operating. For instance: a common constraint on military air bases is to distribute the

aircraft over the base as much as possible in order to avoid clusters of aircraft which can

lead to an unallowable vulnerability.

"* Context dependent constraints.

A special type of constraint is a context dependent constraint. In fact it isn't really a

constraint type but a specialisation of the constraint types described above. The

applicability of a context dependent constraint relies on the state of the world. For

instance:

"* Constraints on incrementally changing resources.

If a bank account has a constraint that one isn't allowed to have a deficit then this

has an influence on the number of possible orderings of deposits and withdrawals

from this account.

"* Constraints depending on the order of actions.

If for two actions: clean thefloor and walk to the door it holds that after cleaning

the floor one is not allowed to walk over it for about five minutes then this

constraint influences the start time of the latter action. On the other hand, if the
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two actions were ordered vice versa they could be scheduled directly following

each other.

5.2.3 Solving the scheduling problem

As the constraint types described above frequently occur in real-world scheduling problems it

should be clear that these can't be solved by pure constraint propagation. The applicability of

constraint propagation mainly follows from the ability to restrict a domain of values using the

structure of the constraint. In order to perform restricting operations on the domains it is required

that the constraints can be represented in a more or less mathematical way, which can't be done

for every constraint type.

One can however try to follow a more intelligent approach in solving these problems. Many

organisations use experts to solve scheduling problems. Generally, experts have gained much

experience in and intuition on solving their specific problem and are therefore capable of finding

an acceptable solution quickly. Beside the more or less mathematical approach followed by

constraint propagation we would like to use (expert) knowledge in solving the more advanced

scheduling problems.

We have used a rule-based approach lGudes9I] as a general paradigm for solving time-tablng

problems. This paradigm includes generic concepts for resources, activities, constraints and

allocations. The general control strategy is suitable for a large family of time-tabling problems

and includes parts that deal with allocation, constraint checking and changes to allocations.

In [Gudes9l] a framework for time-tabling is defined with the following three components:

* Common set of concepts and terms.

Activities, i.e. a list of tasks to perform:

Resources, i.e. a list from which allocations must be made to perform the tasks;

Priorities. Activities are assigned priorities, which direct the allocation procedure;

Allocations, the assignment of resources to activities;

Constraints, i.e. restrictions on possible assignments that limit the overall possibilities.

these can be either local (applicable to every allocation) or global (applies to the overall

schedule).

* Set of rules (tactics).
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Three classes are identified:

Priority rules. i.e. rules that assign priority amongst activities:

Restricting rules, i.e. rules expressing constraints;

Recommending rules, i.e. rules that recommend a specific allocation.

Strategy.

The strategy consists of three components:

* Forward allocation using priorities and recommending rules:

* Consistency checking. Does the current allocation meet the local constraints? The

global constraints are checked at the of thc process: 6

* Backtracking strategy. The standard depth-lirst policy is replaced by a strategy in

which local change (minor swapping of allocations in the current schedule such

that they do meet the constraints) and constraint relaxation are preferred above
normal non-informed backtracking. Of course the relaxation of constraints is

typically controlled by mecta-rules.

5.2.4 ALLOCATOR
Following the article by Mcisels. Kuflik and Gudes J(;udes9lJ, we have implemented their

framework in Quintus Prolog (Prologl, and used it to build a demonstrator in which crew

assignments to airborne missions have to be made (called ALLOCATOR). The assignments

result in a schedule of allocations for one week. The next goal of the demonstrator was to prove

the capabilities of the framework in supporting dynamic re-allocation. In other words, the

schedule should be maintained dynamically as time passes and missions are flown. It should be

clear that for each mission the duration is estimated, during the flight this estimation is adjusted

which may affect the schedule of next missions to be flown. Moreover, resources may no longer

be available due to for instance sickness of pilots, unexpected maintenance, accidents or even

crashes.

To solve the assignment of airborne missions, the program has to create a weekly assignment of

crews to their activities. Each crew is composed of three crew members, who may have three

different types of rank. Crew members of higher rank ca serve in lower-ranked roles on a mission,

but not the other way around. Crew members of all types require a special qualification for each

6 This as opposed to constraint propagation.
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task to be performed on a mission. There are about 16 activities of different kinds to be

performed each week. Every kind of activity has a separate set of (±48) tasks to perform on it.

Crew members are selected from a pool of about 27 crew members, where everyone has some

characteristic availability, type (rank), qualifications for tasks. and restrictions on these

qualifications.

In accordance with the framework, the following entities and rules were defined:

Activities: Missions to be performed.
Mission:
Name Name of tne mnissicn (unique).
Type if:, ah,, ch, op, ge,.7

Day : {su. mo, . .. ., sal.

Start time :ChCO ... 23r!9,

End time : OhO ... 23h59.
Role Each mission has three roles: c, r, a.

Resources: Crew member.;
Crew member:
Name A unique identifier.
Accessibility : Regular, career or on reserve: si, re, sr, rr.
Accredition : Three hierarchical types: c, r, a.
Availability : List of days when member can be appointed.
f.-counter : The number of fi missions that have been assigned.
ah-counter : The number of ah minssions that have been assigned.
ch-counter The number of ch missions that have oeen assigned.
op-counter : The number of op missions that have been assigned.
ge-counter : The number of ge missions that have been assigned.

Recommending rules (only a sample is given):

1. Select mission of type 'fi'.
Assign to the role *c' a staff-man such that:
- his/her accredition equals 'c',
- his/her accessibility equals Ire' or 'sr',
- the day of the mission is one of the days in the availability list,
- the total number of missions of type 'fi' is larger than the average.

2. Select a mission of type 'fi'.
Assign to the role Ir' a staff-man such that:

7 "This is specific Air Force termimology
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- his/her accredition equals 'c',
- his/her accessibility equals 're' or 'sr',
- the day of the mission is one of the days in the availability list,
- he/she was already scheduled to fly on this day,
- the total number of missions of type 'fi' is smaller than the average.

Restricting rules:

1. A crew member cannot be assigned to two activities that overlap in time.

2. The same crew member cannot be assigned twlce (to two different roles)
on the same activity.

3. A crew member must have a: :eas: a perica of 30 minutes between two
assignments.

Priority rules:
1. Assign highest prlc:rty to .iss:ons of type 'fi" then to 'ah' then

to 'ch°.

In figure 5.3 below a screen dump of ALLOCATOR is presented. On top of the main window

one can see an enlarged view fbr the allocations for flights scheduled on Tuesday. Using mouse

& keyboard, the user can manipulate the schedule in several ways. For instance one can:

* add or delete crew members:

* add or delete missions:

"* change the attributes of the crew members and misv is (types. qualifications, etc.);

"* change the attributes of allocations (actual start time, actual duration, etc.).

Moreover the system dynamically calculates the effects of these alterations for the current

schedule. Allocations can be fixed in order to be able to express that the corresponding missions

have been flown or are currently airborne.
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Figure 5.3: Screen dump of the ALLOCATOR system.
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5.3 Dynamic resource allocation in (re)planning

Apart from static resource allocation and scheduling we distinguish dynamic resource allocation

as it is used in a planning system. The main task of a planning system is to determine a course of

actions which when executed achieve a desired state of the world. These actions use resources,

therefore a subtask of a planning system is to allocate resources to these actions.

An important difference between allocation in scheduling problems and allocation in planning

problems is that in the former case one is working with a predetermined set of actions while in

the latter case the set of actions has \et to be determined. The main consequences of this

difference are:

"• In scheduling the domain of values for allocations is more or less fixed as it only changes

due to allocations of the scheduler. In planning however, this domain is dynamic

(especially in C2-planningj and each time the planner nccds an allocation the domain to

choose from will first have to be determined.

"• If an attempt to find a resource fbr an action fails then scheduling has three options to

continue with:

"* Local change. i.e. swapping a resource with a previous allocation.

"* Constratnt relaxation, i.e. assigning a resource that normally would violate a
constraint but which is applicable under very strict conditions (more rigid

constraints on other allocations).

"* Backtracking on allocations.

In planning however it is possible that beside these previously mentioned options another option

is available. One could try to use another tactic (course of actions) which may lead to satisfiable

allocations.

On the other hand one of the main requirements for a tactic to succeed is the availability of

resources to implement it. In other words, when incorporating a tactic in a plan. one has to know
whether it is implementable or not. Therefore allocation of resources to actions directly follows

the incorporation of the actions into the plan. This as opposed to scheduling in which an

allocation is done over the complete set of actions.
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When an action is going to be asserted to the plan the planner first allocates all the necessary

resources to perform it. Hence, it has to dynamically determine the current domain of assignable

resources. This is done by retrieving all unassigned resources that are available during a specified

time windows. Typically this window has a length equal to the estimated time for an action.

Sometimes the estimated time for achieving the goal is used, for instance when several actions

within the script that achieves the goal use the same resource, see figure 5.4 below.

Resource x

achieve(goal)

on action 3\% actionI ,

action 2

Figure 5.4: The claimine of a resourse durrng a goil

When an allocated resource isn't available during execution of the plan. re-allocation can be done

in the same way as described above. When thcrc aren't any free resources left a local change or a

constraint relaxation may be possible. If these three all fail a different tactic can be tried as

described in section 4.2.

8 This can be done using the *occupied' query' as described in paragraph 4 1.3.
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6 The PRACTICAL demonstrator

In this chapter we will describe the functionality of the PRACTICAL demonstrator and assess its

merits. We will address the various functions of the demonstrator by describing the menu

options. The implicit solutions pertaining to (re)planning as discussed in the previous chapters

will be discussed as well as performance issues. In the concluding remarks of the next chapter we

will discuss limitations and the applicability to command and control problem domains.

6.1 Outline of the demonstrator

The main menu of PRACTICAL first of all contains a choice of application. An application

included is the fire contingency used as an example in chapter 4. Furthermore, the demonstrators

CALIGULA and ALLOCATOR arc included and can be run indcpcndently.

The options pertaining to event handling are the following:

"* Event
New event
Feedback event

"* Handle events
Firs: Come First Served
Conflict Resolut ion

Selecting New event will enable a popup window in which a new world event can be entered. For

the fire contingency application we have included a database of possible events that can be

selected by mouse-clicking. The choice Feedback event is a function allowing world events to be

entered. This will typically take place during plan execution to assert altered distances of

executed action occurrences, i.e. that are not equal to the distances as predicted in the plan. Also,

new fact occurrences, action occurrences inserted manually in plans, protections, possibly clips or

even new goals can be asserted to the temporal database in this way, along with corresponding

distances. To this end both an occurrence editor and a distance editor have been incorporated.

The functionality of these editors is more extensive, this will be illustrated during the course of

this section.

When a (series of) event(s) have been entered, the next action is to let the planner handle these

events. This implies that the event rule base is called upon by PRACTICAL to connect the
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event(s) via the scenario/script indicators to applicable scripts. An included option is the strategy

applied to this (forward-chaining) rule base: first come first served or applying conflict resolution

when more than one event nile is applicable. The result is that the script headers of the thus

chosen scripts are the top goals to be achieved by the planning system, these are inserted on the

goal agenda. Optionally the goal selection rules may be applied here as well to determine an

initial order for the goal agenda. This implies that the order of the goal agenda is not necessarily

determined by the order in which applicable scripts were selected, nor necessarily chronological

with respect to the predicted starting times of the goals on the agenda.

When the goal agenda has been installed the plan can be calculated. The options for planning are

twofold, the default option is to plan all the goals on the agenda. but it is possible to plan a single

goal, further enhancing a "piecemeal" approach to planning:

* Plan
Plan all
Plan acal

The results of the plan can be consulted in various ways. We have implemented a drawing facility

allowing to view the complete plan with the following options:

Draw
Draw logic timenmap
Draw real ti.menap
Draw goal
Clear timemap
Canvas select-cn
To file

The complete timemap that results from the planning process can be viewed on a canvas. The

first option is viewing the timemap by the relative orderings amongst all occurrences (logic

timemap). It is also possible to view the timemap with respect to absolute time, thus with aligned

start and end timepoints and durations of occurrences by ratio (real timemap). A single goal can

be viewed with its expansion. Furthermore, the timemap can be cleared, the size of the canvas can

be adjusted and the timemap can be dumped in a file. To illustrate the drawing facility, figure 6.1

is a screen dump of (a portion of) a resulting timemap of a fire contingency plan for two fire

events.
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Figure 6.1: Screen dumip of PRACTICAL for tyro fi're evenits

Apart from the occurrence and distance editors, allowing the manipulation of the temporal

database, the resulting scheme of actions -essentially the plan to be executed - can be viewed. An

example of this can also be found in figure 6. 1.

For the temporal path distance calculations carried out in the planning process the Ford algorithm

(see chapter 3) is used by default. The Practical Path algorithm implemented can be optionally

used as well. The agenda can be consulted, the contexts can bxe selected independently, allowing

the viewing of the' v o'lution of the plan along with the drawing facility. Thus, the complete plan

history is kept and can be consulted. Of course, the previous contexts are used mainly for

replanning.
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Replan
Replan all
Replan action
Replan goal

Replanning. described in chapter 4. is an interactive process in PRACTICAL. The operator of the

system indicates which action(s) and which goal(s) must be replanned. This is done by using the
occurrence and distance editors. For instance, when an action that has been executed results in a

duration different than predicted by the plan this (feedback event) is asserted in the temporal
database by adapting the appropriate distances. SMlcctinrg the action in the occurrence editor and

clicking the menu option for the replanning of the action will result in the goal hierarchy being

checked for the parent goal of the action and possibly their parent goals. as described in chapter 4.

Results of the replanning concerning adaptations in the bounds (durations) of the respective

goals, possible resulting conflicts concerning resources and dependent follow-up goals will be

presented to the operator. A current omission in PRACTICAL are explicit suggestions for plan

repair due to these conflicts, this is up to the operator at this point, thus further extensions of

interactive replanning with additional knowledge pertaining to plan repair are necessary.

The knowledge partitioning used as the basis for the PRACTICAL framework is explicitly

contained in the menu and can be viewed. The options are the following:

* Knowledge

Stratecgc
Scr:t- selecticn rues

FCFS
FCFS alternative
Intelliguess

Goal selection rules
FCFS
Earliest goal first
Intelliguess

• Tactical
Scrapts
Constraints

* Causal
Adders
Clippers
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World
All occurrences
Facts
Actions
Goals
Protections
Clips
Distances

Script and goal selection as have been discussed can be applied manually. The "first come first

served" (FCFS) option will select the first applicable script or goal respectively. The FCFS

alternative is used by PRACTICAL for tactical options in replanning. the scripts applied are kept

track of, thus when FCFS finds a script already used to expand the culprit goal being replanned it

will choose the alternative if available. The Earliest first option for goal selection will choose the

chronologically earliest goal (% ith respect to the start timepoint), the Inielliguess options for both

script and goal selection explicitly use the strateglc (meta)knowlcdge of the script and goal

selection rules.

The scripts and constraints (preconditions. resource allocation constraints in scripts) can be

viewed in windows. The adders and clippers can be consulted as well. The world knowledge can

be viewed with the occurrence and distance editors: selecting fbr instance Facts will present all

the facts in the browser of the occurrence editor. These options are also selectable in the editors

themselves. The distance editor has additional options for the temporal queries available in

PRACTICAL, for instance determining whether an occurrence is "true-throughout" an interval

determined by two timepoints. or an overlap query pertaining to two occurrences. Figure 6.1

contains also an occurrence editor.

6.2 Implicit solutions

The above (compact) description illustrates the approach to planning taken in PRACTICAL. Here

we will sum up the implicit solutions already addressed in the previous chapters and address

some performance issues.

The framework of the PRACTICAL system implies first of all a strict partitioning of knowledge

used for planning and replanning. The mapping of this framework onto the demonstration system

was achieved by the implementation of this knowledge in terms of world events, scenario
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indicators, script and goal selection rules, the scripts themselves and constraints on these, the

adders and clippers and the world knowledge expressed in occurrences and distances in a
temporal database. A major advantage of this explicit partitioning is that the knowledge is

manageable. The rule bases are easily adapted. Scripts can be adjusted easily and new scripts can

be added. Adder and clipper rules are separately contained in a rule base. Occurrences and

distances can be manipulated independently.

The temporal database management facility has the advantage that reasoning about a relatively

ordered time frame is possible. This is not so if time-stamping is applied. We have taken a
timepoint-based approach to this temporal context, thus adopting the point as the basic entity of
time IMcDermott82l. The alternative is an interval-based approach, hus taking the basic temporal

entity to be an interval., implying ho%'ever that one can only reason about temporal events in

terms of coming before or after another event. or overlapping with another event (Allen9l1. With
the timepoint-based approach one is able to speak of absolute timepoints as well as intervals, the

latter constructed from two timepoints. This approach is justifiable because first of all this is a

more intuitively natural approach to time. but moreover from a computational viewpoint because

the interval approach is computationally intractable, algorithms will run in non-polynomial time
[Kautz86l. This as opposed to using Ford for a timepoint-based approach, in chapter 3 it has been

clarified that the computational complexity is then of O(en, the product of the number of edges

and the number of nodes (vertices). The number of edges is in worst case proportional to the
quadratic number of nodes. Therefore the timepoint-based approach using Ford's algorithm

implies tractability, namely proportional in worst case to On 3) with n being the number of nodes.

In practice this will imply a performance somewhere between quadratic and cubic time.

The table in figure 6.2 shows the results of the planning effort necessary for the fire contingency

problem for varying numbers of fire events and allocable resources (fire teams in this case). A
single fire event is planned in several CPU seconds. With 8 events and 15 resources the plan is

computed in some 4.5 minutes. The fire contingency problem implemented is admittedly simple,

however, we believe the results to be promising, an extensive plan that is calculated in say half an
hour by a computer is a far better result than a comparable effort of hours or even days when

applied manually. The predicted performance is evident here, between quadratic and cubic time

with the number of events as a proportional indication of the number of nodes involved.
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# Events 5 resources 15 resources 25 resources

1 2.3 sec. 4.5 sec. 6.7 sec.

2 6.0 sec. 15.8 sec. n.a.

3 19.2 sce. 26.2 sec n.a.

4 n.a. 52.9 sec. 66.5 sec.

8 n.a. 277.8 sec = 4.5 min. n.a.

Figure 6.2: Performance rehults o1 tire contingency example

The frame and ramification problems have bccn addressed (see chapter 4). However, this does

imply an elfon concerning acquisition and compilation. in particular for the adders. These will

have to incorporate frame implications (direct consequences) and ramification implications

(indirect consequences, travelling via implication rules). The set of adders will have to be

complete in the sense that all implications will have to be represented to ensure completeness of

ramification.
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7 Concluding remarks

The framework and the PRACTICAL demonstrator described in this report provide a scenario-

based approach to planning and replanning with (partial) re-use of the originally developed plan.

The framework is generic, it does not depend on the domain at hand in which a plan is developed.

This enhances a flexible approach to planning, allowing for generic scripts that are selected in

response to an event or series of events taking place in the world. It furthermore allows the
analysis of strategic options, implying possibilities for "what-if' analyses.

The planning system described in this report uses techniques from the field of Artificial

Intelligence. It is not our intention however to accentuate the notion of "artificial" in this term.

The aim of every automated system should be to support the user, in our case a planner in a

command and control domain, as best as possible, allowing for an interaction and leaving the user

in full control. The dynamic replanning facilities incorporated in PRACTICAL are based on

precisely this requirement. We would therefore rather speak of information systems with

intelligent support.

An automated system always raises questions concerning the performance bottleneck. As

discussed in chapter 6, the PRACTICAL system does well on this count. This is due to the fact

that we use algorithms with complexities in the order of the number of edges times the number of

nodes for a (virtual) tree spanning the problem domain. Therefore. the potential exponential

growth when planning in ever larger domains does not imply an equivalent computational growth

when solving the planning problem. Memory requirements for the domain and for the context

saving mechanism pose no problems for state-of-the-art computers.

Another potential bottleneck for a knowledge-based system pertains to knowledge acquisition. In

particular, the scripts entail a considerable compilation effort necessary prior to being able to

benefit from a scenario-driven approach to planning. However, this is true in general because

scenarios and scripts describing e.g. red-white-blue force command and control options will

necessarily have to be available for manually planned missions and operations as well in the form

of tactical doctrine. An additional effort is thus necessary to implement the scripts in the formal

notation required in the PRACTICAL framework, incorporating preconditions, resource

allocations and temporal database instantiations.



TNO report

Page
60

Further research is necessary, particularly focusing on interactive replanning. The replanning
facilities implemented in PRACTICAL are promising in terms of tractability and efficiency and

means for partial re-use of existing plans (see chapter 6). Further expansions of the (re)planning

algorithms will have to be investigated in terms of heuristics and other options for increasing
efficiency. However, a generic interactive replanning component has yet to be implemented with
knowledge-based support for the operator. This will incorporate facilities partly available in
PRACTICAL for replanning during plan execution such as means for re-allocation of resources in
case of conflicts, suggestions for expanding temporal bounds for goals that are not fulfilled in the
predicted durations and interactive conflict resolution for Iollo% -up activities that are effected by

these changes.

PRACTICAL is built in Prolog and uses the Prolog predicate database. extended with a temporal

database management system (TDBMS) that is also Prolog-bascd. An operational planning
system should have enhanced database management facilities (especially pertaining to backup
and recovery') and use commercial-off-the-shclf (COTS) software as much as possible. However,

these would have to incorporate TDBMS facilities. To this end there are several options. The
TDBMS could be realised in a deductive database system (e.g. the ADITI system, however

currently a Beta-version IADITII). Another option is using POSTGRES, the INGRES RDBMS

follow-up with among others facilities for spatial and temporal database management (albeit
time-stamping-based) [POSTGRES, Stonebraker901. becoming commercially available this year.

Also, the use of the RDBMS ORACLE with the (existing) bridge to Prolog is an option worth
considering. Finally, a next generation object-oriented DBMS (for a survey of OODBMS's, see

[Everest921) such as ONTOS [ONTOSI could be used, however necessitating the additional
coding of all temporal database management facilities (for ONTOS in C++). There are several

commercial packages dedicated to resource allocation and scheduling (however not planning in

the sense as described in this report) such as CHIP [CHIP) and SCHEME [SCHEME]. These have
the disadvantages that they were not designed for Command and Control domains, do not provide
a generic framework and are based mainly on numerical algorithms and operations research
techniques such as dynamic programming, implying a lack of a knowledge-based foundation.

Planning systems such as the one described in this report will potentially benefit from other

current research projects, and vice versa. In particular, there are several EUCLID (European Co-

operation for the Long term In Defence) projects that will start in the near future: RTP 6.1

(Command and Control workstation, accentuating (re)planning), RTP 6.4 (Combinatorial
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algorithms for resource allocation problems) and RTP 6.5 (Crew Assistant on-board single seat

fixed wing aircraft). We also refer to the Army Tactical Command and Control Information

System (ATCCIS) incorporating a planning module currently being developed.

The applicability of scheduling and planning systems to C2-domains is extensive. In a military

environment possibilities are air force mission scheduling and both pre- and inflight mission and

tactical planning, operations planning for G3-sections at army brigade/division level, damage

control on board naval ships and naval operations planning. In a civilian environment
applications are for instance in the area of lire brigade support, contingency planning in general,

police operations. Coast Guard operations and chemical processing industries. This broad scale of

application implies a necessity of accentuating the generic character of frameworks and tools for

scheduling and (re)planning. Current research at FEL-TNO in the context of planning in the areas
described above is directed at naval damage control (the extension of the prototype system

DAMOCLES to the operational on-board system ANDES), the participation in the ATCCIS

project, the further extension of the PRACTICAL framework, building an application for air

force mission scheduling for operational use in the Squadron Operations Centre (SQOC) and the
extension of such a scheduling tool to a generic level (as in PRACTICAL) to be able to
incorporate goals, activities, resources. constraints and temporal management facilities for the

complete range of C2-domains.
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Abbreviations and acronyms

Al Artificial Intelligence

ALLOCATOR Allocation Tool for Operations

ANDES Advanced Naval Damage control Expert System

ATCCIS Army Tactical Command and Control Information System

ATMS Assumption-based Truth Maintenance System
C2  Command and Control

CALIGULA Combinatorial Algorithms Guiding Radio Link Frequency Allocation

CCIS Command and Control Infomnation System

COTS Commercial Off The Shelf

CPU Central Processine Unit

CSP Constraint Satisfaction Pioblem

DAMOCLES Damage Monitoring and Control Expert System

DBMS Database Management System

EUCLID European Cooperation for the Long term In Defence

FEL TNO Physics and Electronics Laboratory

G3 G3 Operations Staff Section

ISD inlormation Structure Diagram

KBS Knon% ledge-based Sy stem

MMI Man Machine Interlace

NIAM Nijssens Inlormation Analy.sis Method

NOAH Nets of Action Hierarchies

OODBMS Object-Oriented Database Management System

POSTGRES Post INGRES

PRACTICAL Planning and Resource Allocation in C2-domains with

Time Critical Algorithms

PROLOG Programming in Logic

RDBMS Relational Database Management System

SQOC Squadron Operations Centre

TDBMS Temporal Database Management System

TMS Truth Maintenance System

TNO Netherlands Organization for Applied Scientific Research

YSA Yourdon Structured Analysis
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Glossary

Activity

An activity is the basic entit. of the planning domain. Activities may be organised in a hierarchy,

therefore we distinguish between primitive and composite activities [Vadon91].

Synonym: task,action.

Agent

Activities are perfonned by agents (humans. macthines. robots). There may be one or more agents

(multi-agent planning) that can perlormi one or more activities at a time.

Algorithm

A method for solving a combinatorial problem. Examples are brcadth-Iirst, depth-first, branch

and bound. A*, hill-climbing. constraint propagation.

Allocation

The assignment of resources to activitics. Assignments can be permanent or temporary [Gudes9l].

Arc consistency

During constraint propagation the allocation ol resources to activities must be such that the

constraints are satisfied. This is accomplished by applying arc consistency. An arc is a pair of

activities that is subject to some constraint. Each activity has a domain of possible resources. Arc

consistency implies that for each resource in the domain of arc A there must be a resource in the

domain of arc B such that the constraints between arc A and arc B are satisfied. If this is not the

case the resource in the domain of arc A is eliminated. Arc consistency is directional: if arc(A,B)

is consistent this does not imply that arc(B,A) is consistent as well.

Backtracking

A strategy for tracking back into the planning process in case a feasible solution cannot be found.

The backtracking strategy will "cut" the non-feasible path and try a next one.
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Combinatorial problem

In non-trivial problem domains the number of alternatives that have to be explored for a solution

grows exponentially in terms of the number of nodes in the search space and the number of paths

leading from the start node. This exponential growth is known as the combinatorial explosion.

See alsj: exhaustive search.

Complete ordering

All planning systems developed before 1975 used a complete ordering of actions in time. When a

new action had to be added, the system knew exactly which actions came before it and which

actions came after it. Since the introduction of Sacerdoti's NOAH [Sacerdoti77] the complete

ordering of actions was weakened to a partial ordering. Complete ordering of actions is left until

the time it is really needed. Working with a partial ordering gives the planner the flexibility to

overcome unexpected interactions between actions.

See also: partial ordering.

Constraint

Planning and scheduling problems usually have constraints on the set of possible solutions. These

constraints can be used to prune the search space and/or to direct the search for a solution. We

distinguish several types WCurrie9l]:

* Constraints on resources-

* Constraints on the time:

* Constraints on the domain.

Each of these can be hard or soft constraints (must be met/ should be met if possible).

See also: constraint propagation, exhaustive search.

Constraint propagation

Instead of focusing on the resources and activities and checking constraints after allocation,

constraint propagation focuses on the constraints for deriving a next step in the solving process

[Kumar92]. An activity is chosen (according to some heuristic), the corresponding constraints are

satisfied, resulting in a set of activities for which resources are allocated or for which the set of

possible resources is restricted. Of these activities one is chosen, etcetera. Thus the constraints

propagate through the sets of activities and resources, and are satisfied along the way.
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Context

A context in PRACTICAL is the state of the plan evolution at a certain moment. It contains all

occurrences (facts, actions, goals, protections, clips) and all distances as well as the goal agenda.

A context is used for replanning to be able to retrieve a previous situation of the plan

development.

Domain

A domain can be defined as the environment where the actions of the planner have an impact on.

This environment defines the possible actions. resources and constraints that the planning system

should work with.

See also: state, world.

Duration

Actions can be instantaneous or they can have a certaim duration. Intuitively actions do have a

duration. The duration can be unknown, known exactly or vary in a certain time interval. When

actions can be executed concurrentl. they may overlap.

Event

We define an event as something that happens under control of the planning/scheduling system.

Events have a bounded (often known) duration. Events change the state of the world by clipping

or setting persistences.

See also: persistence.

Exhaustive search

An exhaustive search of the search space of possible solutions by a "brute force" generate-and-

test algorithm tries each alternative sequentially, and is an extremely expensive way of solving a

problem. Most problems cannot be solved by exhaustive search due to hardware limitations.

Expansion

An expansion is the refinement of a goal in terms of subgoals. These subgoals may be primitive

activities, or composite activities, the latter will be expanded in a next step of the planning

process.
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Goal

A goal can be viewed as a state of the world to be achieved. A way to represent such a goal is a

conjunction of facts which have to be true in the goal state of the world.

Heuristic

A rule of thumb. Heuristics are very useful for the representation of knowledge concerning expert

experience or strategic knowledge, e.g. for deciding which should be the next activity for resource

allocation.

Knowledge

Knowledge about a domain comprises lacts about the domain. rules describing relations between

domain facts, and methods and heuristics for solving problems in the domain. Rules, methods

and heuristics can originate from written knowledge - procedures, laws. etcetera - but also from

(objective) empirical kno lcdgc. (subjective) intuitive knowledge, and heuristic knowledge (rules

of thumb). Knowledge can be represented in facts. relations. frames. objects, functions, rules and

scripts.

Partial ordering

An ordering where some of the activities may be unordered. From the mathematical point of view

partial ordering (reflexive, transitive, anti-svm metric) is incorrect, it should be replaced by quasi-

ordering (irreflexive, transitive. anti-symmeric Id'Huy 92a].

See also: complete ordering.

Persistence

Contrary to an event, a persistence is a fact that becomes true (due to an event) and remains true

until another event changes (clips) it.

See also: event.

Plan

A plan is a structured set of actions which when executed in the real world transform the world

from an initial state to the goal state.

See also: planning, schedule.
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Planning

The word planrnng is used very loosely by the Al community (and others) to cover a range of

problem types. Historically, 'planning' has referred to activity planning as exemplified by the

blocks-world problem. In activity planning the solution is usually in the form of a partially-

ordered sequence of actions which transforms an initial state into a goal state (Gadsden881.

See also: activity, plan, state.

Priority

An assignment of relevance amongst lor instance _,oals. constraints and activitics.

Replanning

Even automatic planning or scheduling is a time consuming business. therefore when a plan has

to be revised, for instance to meet new or changed goals, we %ant to re-use as much as possible

of the "old" plan. instead of planning all over ag:in.

Resource
We distinguish the following resources ICurrie9l I:

* Consumable resources, can be used onl\ once:
* Sharable resources. can be used several times but by one aernt at a time:
* Renewable resources. these are consumable resources which create other resources.

Rule

A formalism for knowledge representation stated in an "if .. then .:." format. The interpretation

may vary, e.g.: if precondition P then conclusion C; if situation S then action A, if conditions C1

and C2 hold then condition C does not hold.

See also: expansion.

Schedule

A schedule is a plan that contains resource usage information with respect to time.

Scheduling and resource allocation

The problem of scheduling can be considered a special case of the planning problem. Essentially,

a set of activities has to be carried out while satisfying a set of constraints. Unlike the

aforementioned, however, these activities are known. No analysis of achieving a goal world,
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leading to a set of actions, is required because all the activities are already given. The question is

how to order these actions while maintaining whatever constraints arc imposed by the problem

domain. These constraints usually concern the availability of resources (resource allocation) and

temporal requirements. A special category is resource allocation with a fixed sequence, here the

sequence is fixed, the task have been prearranged. All that has to be done is to allocate resources

to the tasks. The components of a planner that determine the actions satisfying a goal and the

ordering of these actions cannot be completely separated because goal analysis necessarily

performs partial ordering.

Search space

The total space spanned b% all the a;thrnatuves that may be solutions to a specific problem. It is

comprised of combinations ol actiN i,'s and resources and can be (mcntally) depicted as a tree.

State

Both the planning system and the %%orld in which we can perlorm actions derived from the

planning system have states. Each tnli an action is executed in the world the state of the world

changes. Each step in the planning process changes the state of the planning system. Both the

world and the planning system have a history defined by an ordered set of states.

See also: domain, world.

Task

A task can be viewed as a s~ noniim for action or activit\. but sometimes ii is used as a task for

the planning system, i.e. the task is to achieve a certain state of the world. We prefer to use
"goal".

See also: activity, goal.

Task planning

Task planning is aimed at determining a set of actions that, when executed in a certain order, will

change the current state of the world into the world specified by a prescribed goal, violating a

minimum number of cc:,straints on the domain.

Time

Time can be viewed in two different ways. The first view of time is an ordered set of very small

points (timepoints), e.g. IMcDermott821. As opposed to this view, the primary temporal entity can
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be taken to be an interval. e.g. {Allen83l. In the PRACTICAL framework the first view has been

embraced.

World

The external domain on which the planning/scheduling activities have an impact. A planning

system can have an interface to the real world or have a model of the real world. Ideally the

model of the world has to correspond to the real world at every state.

See also: domain. state.
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ROLES
Each activity requires a agent class.

Each activity requires a resource-class.

Each activity is element of a script.

A activity has a a activity occurrence.

Each activity occurrence requires a resource.

Each activity occurrence is performed by a agent.

Each activity occurrence is instance of at most one activity.

"A activity occurrence instantiates a Pact occurrence.

"A activity occurrence clips a fact occurrence.

"A adjective describes a property.

A adjective qualifies a noun.

"A adverb describes a property.

"A adverb qualifies a verbial conjugation.

"A agent performs a activity occurrence.

"A agent class performs a activity.

"A argument takes part in a connection.

Each argument is instantiated by at most one object.

Each categorical scenario outlines at most one scenario.

Each categorical scenario has a specific parameter.

A categorical scenario is divided into a micro scenario.

Each categorical scenario is counteracted by a generic script.

A connection outlines a fact.

Each connection with argument a argument.

Each connection is described by at most one verbial conjugation.

Each context has at most one context-id.

Each context has at most one goal agenda.

Each context is partial state of at most one plan.

"A context is altered by using at most one script.

"A context has as previous context at most one andere context.

"A context is previous context of at most one andcre context.

Each context has as entry goal at most one goal.

A dependency status of a world event.
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Each indicator of a world event.

Each indicator indicates a scenario.

Each integral scenario describes at most one scenario.

A integral scenario is divided into at most one micro scenario.

Each integral scenario has at most one integral script.

Each integral script is script of a integral scenario.

Each micro scenario is contained in a scenario.

A micro scenario is described as at most one integral scenario.

A micro scenario is outlined as a categorical scenario.

A noun is qualified by a adjective.

A object is connected by a fact.

A object is an instantiation of a argument.
Each occurrence has at most one occurrence id.

A occurrence is element of at most one plan.

Each occurrence begins at at most one timepoint.

Each occurrence ends at at moit one timepoint.

A occurrence fact is ordered by a temporal fact.

A occurrence id of at most one occurrence.

A parameter value of a spe,..ic parameter.

Each plan has at most one plan id.

"A plan partially outlined by a script.

"A plan consists of a occurrence.

"A plan is partially outlined by a script.

Each plan for at most one goal state.

Each plan has initial state at most one world state.

Each plan has partial state outlined in a context.

"A plan id of at most one plan.

"A property is described by at most one adverb.

"A property is described by at most one adjective.

"A resource is required by a activity occurrence.
Each scenario defines a script.

Each scenario indicated by a indicator.

A scenario is described as at most one integral scenario.

A scenario is outlined as a categorical scenario.
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A scenario consists of a micro scenario.

Each scenario is indicated by a indicator.

Each script partially outlines a plan.

Each script partially outlines a plan.

Each script is reaction on a scenario.

Each script achieves at most one goal state.

Each script contains a activity.

Each script alters a ccntext.

A script achieves a goal.

A script specification instance instantiates a generic script specification.

Each specific parameter of a categorical scenario.

A specific parameter generates a generic script specification.

A specific parameter of a world event.

Each specific parameter is instantiated by at most one parameter value.

Each temporal fact orders a occurrence fact.

"A time is minimum of a duration.

"A time is maximum of a duration.

"A timepoint is begin of at most one occurrence.

"A timepoint is end of at most one occurrence.

"A timepoint is begin of a duration.

"A timepoint is end of a duration.

"A verbial conjugation describes a ,rnnection.

"A verbial conjugation is qualified by a adverb.

Each world has a world state.

Each world event in a world state.

Each world event is included in a indicator.

Each world event has a indicator.

A world event has a specific parameter.

Each world event has at most one expectancy status.

Each world event has at most one dependency status.

"A world state has a world event.

"A world slate of at most one world.

"A world state is initial state of a plan.

Each world state is a conjunction of a fact.
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A context-id of at most one context.

A resource-class is used by a activity.

UNIQUENESS
A duration is uniquely identified by thinepoi.t.

EXCLUSION (set)
activity occurrence, fact occurrence and goal occurrence mutual exclude each other.

EXCLUSION (role)
The roles consists of, is described as and is outlined as of scenario mutual exclude each other.

The roles is begin of and is end of of timepoint mutual exclude each other.

The roles is described as and is outlined as of micro scenario mutual exclude each other.

The roles is described by of property mutual exclude each other.

EQUALITY
The roles - and is instantiated by of generic script instantiation are equal.

TOTALITY (role)
The roles consists of, is described as and is outlined as of scenario are total.

The roles is begin of and is end of of timcpoint are total.

The roles is described as and is outlined as of micro scenario are total.

TOTALITY
The combination of activity occurrence, fact occurrence and goal occurrence is total.

The combination of selection heuristic and selection rule is total.

The combination of occurrence fact and temporal fact is total.

The combination of adder and clipper is total.
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The combination of goal selection rule and refinement selection rule is total.

The combination of goal selection heuristic and refinement selection heuristic is total.

SETS
occurrence is a set of activity occurrence, fact occurrence and goal occurrence.

resource-class is a set of resource.

agent class is a set of agent.

world state is a set of goal state.

object is a set of noun. numeral and property.

script is a set of generic script instantiation and integral script.

knowledge is a set of causal knowlcdgc. domain knowlcdge, refinement knowledge and strategic

knowledge.

domain knowledge is a set of occurrcncc fact and temporal fact.

causal knowledge is a set of adder and clipper.

strategic knowledge is a set of constructive knowledge, reconstructive knowledge, selection

heuristic and selection rule.

selection heuristic is a set of goal selection heuristic and refinement selection heuristic.

selection rule is a set of goal selection rule and refincment selection rule.
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